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\textbf{Abstract} \\
The purpose of this study is to analyze the effect of macroeconomic variables, namely GDP, Inflation and Unemployment to credit risk in Islamic banking of Indonesia. The data for this study were collected from secondary sources via Statistics Center Indonesia (BPS) and financial statements of the 7 Islamic bank of Indonesia. The data used are the annual ones from 2009 to 2016. This research uses an explanatory analysis. The test is a panel data regression testing using Eviews 9. The result of panel data regression with random effect model consisted gross domestic product (GDP) and unemployment rate (UNEMP) have a significant negative effect on credit risk of Islamic banking in Indonesia. While the inflation variable has a negative but statistically insignificant effect on credit risk in Islamic banking system of Indonesia.
1. Introduction

Credit risk is one of the main risks in Islamic banking. Credit risk is a source of financial instability in the banking sector. The Bank for International Settlements (2000) stated that in order to have an appropriate credit risk management system, banks must identify, measure, monitor and control the credit risk properly. Appropriate measurement of credit risk provides the basis for developing prudential monitoring and control mechanisms to manage credit risk. Therefore, measuring credit risk in the Islamic banking system is an important concern for all bank stakeholders.

In principle, the basis of the Islamic banking system relies on two alternative principles, namely profit loss sharing (PLS) and mark-up financing. As a result, risk-averse borrowers can choose Islamic banking considering the opportunity to share losses with banks (Hasan and Dridi, 2010). In addition, Islamic banking may face the risk of withdrawal if they share their losses with depositors (Ahmed and Khan, 2007; Siddiqui, 2008). This provides many opinions that Islamic banking has a higher credit risk level than conventional banking as well as based on the fact that, Islamic banks do not have an appropriate risk management tool yet to handle those risks. Under this scenario, Islamic banking must have a higher credit risk management than a conventional bank. Some researchers argued that Islamic bank lending products are much more risky than conventional bank lending products (Chong & Liu, 2009; Rahman, et.al, 2014).

A literature survey revealed that there are two different types of credit risk factors, i.e, systematic and unsystematic (idiosyncratic) risk factors (Aver, 2008, Castro, 2013). Systematic risk refers to macroeconomic factors, changes in economic policy, political change and the leading goals of political parties. Meanwhile, the main unsystematic factors lie in individual customers, such as customer personality, financial solvency and customer capital, credit insurance and general terms and conditions. In this study, the analyzed factor is only systematic factor that is macroeconomic.

The purpose of this study is to analyze the effect of macroeconomic variables, namely GDP, Inflation and Unemployment to credit risk in Islamic banking of Indonesia.
2. Literature Review

Islamic banking came back to the surface in the 1960s. Its emergence was characterized by the establishment of interest-free cooperation founded by Ahmed El Najjar in 1963 in the city of Mit Ghamr, which is a small city in Egypt (Ahangar et al. 2013). Then began to develop in Islamic countries and other non-Islamic in 1975 (Misman et al. 2015), namely the UK, Australia, Singapore, Hong Kong and some countries in Europe. In Indonesia, Islamic banking was emerging in 1992, which coincided with the establishment of Bank Muamalat by MUI. The emergence of Islamic banking provides alternative funding in addition to conventional banking. In addition, Islamics banking are increasingly showing their existence as a stable financial institution with a proof that they are the only bank that did not have liquidity of capital when the crisis is striking. However, even Islamic banking is stable amid the shocks of crisis, Islamic banking is not immune from the risks as well as the risk experienced by conventional banking. One risk that must be faced by Islamic banking is credit risk.

There are two types of the credit risk factors, namely the systematic (macroeconomics) and unsystematic (bank specific) risk (Haryono et al. 2016). In this study, the analyzed factor is only systematic factor that is macroeconomic. Research on macroeconomics affects credit risk first discovered by Modligiani and Brumberg in the early 1950s (Deaton, 2005). According to them, factors included in the macroeconomics are GDP, unemployment rate, and inflation rate. According to Louzis et al. (2011) credit risk is influenced by macroeconomic factors. Empirical studies by Bikker and Hu (2002), Salas and Saurina (2002), Jimenez and Saurina (2006), Das and Ghosh (2007), Boudriga et al. (2009), Thiagarajan et al. (2011) and Castro (2012) have confirmed a negative relationship between GDP and non-performing loans (credit risk). In addition, empirical studies by Bikker and Hu (2001), Rinaldi and arellano (2006) and Castro (2012) have revealed that unemployment and inflation rates have a negative relationship with problem loans.

Several previous studies that have examined macroeconomic factors as potential factors for credit risk in Islamic banks are the ones belonged to Khan and Ahmed (2001) and Akkizidis and Khandelwal (2008). They said that macroeconomic variables have a substantial effect on credit risk changes. The Islamic banking industry has several financial management styles followed by Islamic law that are vulnerable to various types of risks. The mentioned researches above show that the
success of financial institutions depends on their strengths to combat systematic risks and the
capacity to survive in difficult economic situations so that it will remain profitable for shareholders.
The Islamic Financial Services Board (IFSB) has also recognized the importance of effective risk
management due to legal challenges and international pressure on Islamic banking.

3. Research Method

3.1 Data collection

The data for this study were collected from secondary sources via Statistics Center
Indonesia (BPS) and financial statements of the 7 Islamic bank of Indonesia. The data used
are annual ones from 2009 to 2016. Financial statement data obtained from the stock
exchange Indonesia, while macroeconomic data obtained from the bank Indonesia and via
Statistics Center Indonesia (BPS). The reason why only we take data on 7 Islamic banks in
Indonesia because there are 12 Islamic banks that have been established in Indonesia, only
the 7 banks have data for 8 years from 2009 to 2016. This can represent the state of Islamic
banking in Indonesia because the 7 islamic banks account for more than half of the existing
population of 12 islamic banks.

3.2 Measure and Scale of variables

The credit risk variable is calculated using the formula Total non Performance Financing/
Total Financing. The GDP variable is calculated using the formula $C + I + G + (X - M)$, where $C$
is consumption, $I$ is the investment, $G$ is the state expenditure, $X$ is the export and $M$ is the
Import. Inflation variable is calculated using the formula $(CPI_n - CPI_0) / CPI_0$ where CPI is
the consumer price index. The Unemployment variable is calculated using the formula of
the number of unemployed / number of labor force.

3.3 Model Specification

The model specified in equation 1 is used to express the relationship between variables:

$$CR = \beta_0 + \beta_1 GDP + \beta_2 INFL + \beta_3 UNEMP + \varepsilon$$

Where,

CR : Credit Risk
3.4 Method of Data Analysis

This research uses an explanatory analysis. The test is a panel data regression testing using Eviews 9. In the panel data regression testing requires 3 steps, namely: Correlation test, Model Test and Regression. In the correlation test, the value between variables should be <0.8 to be free from multicollinearity. Next is the model test, this is done to determine the best regression model. There are four regression model of panel data namely: Common effect, fixed effect, fixed effect with cross section weight and random effect. There are three test models named chow test, hausman test and lagrange multiplier test. Chow test to choose the common effect or fixed effect model, Hausman test to choose the random effect or fixed effect model and lagrange multiplier test to choose common effect or random effect. The last test used when the result of chow test and hausman test is not aligned. Below is a hypothesis for model test:

- The first model is a chow test that is ho: Common effect and ha: Fixed effect.
- The second model is the test of that ho: Random effect and ha: Fixed effect.
- The third model is lagrange multiplier test that is ho: Common effect and ha: Random effect.
- If p-value > 0.05 then accept ho and if p-value < 0.05 then reject ho.

The next step is to read the results of the panel data regression which is the best model, whether it is common effect, fixed effect, fixed effect with cross section weight and random effect.

4. Results and Discussion

4.1 Correlation analysis

Table 1 summarizes the correlation values for all the variables used. This test is performed to identify some variables that have high correlation with correlation value above 0.8. If there is a correlation value above 0.8, then inter variables occur multicollinearity.
Table 1. Correlation Matrix of Study Variables

<table>
<thead>
<tr>
<th></th>
<th>CR</th>
<th>GDP</th>
<th>INFL</th>
<th>UNEMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP</td>
<td>-0.0601</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>INFL</td>
<td>0.0378</td>
<td>0.0836</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>UNEMP</td>
<td>-0.2048</td>
<td>-0.4309</td>
<td>-0.9992</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Test results in Table 1 show that all variables have a correlation value below 0.8. This means that all variables are independent of multicollinearity. If all variables are freed from multicollinearity, then the research can be proceed.

4.2 Model Testing

1. Chow test

Testing the first model is a test using Chow test. Table 2 below is the result of chow testing.

<table>
<thead>
<tr>
<th>Test cross-section fixed effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effects Test</td>
</tr>
<tr>
<td>Cross-section F</td>
</tr>
</tbody>
</table>

Table 2 shows the probability result is 0.0000. This explains that ho is rejected so that the result obtained is a fixed effect model better than the common effect model. Therefore, according to the results of Chow testing, the model used is a fixed effect model.

2. Hausman test

The next model test uses the hausman test. Table 3 below is the result of the hausman test.
Table 3. Hausman Test

Correlated Random Effects - Hausman Test

Equation: Untitled

Test cross-section random effects

<table>
<thead>
<tr>
<th>Test Summary</th>
<th>Chi-Sq. Statistic</th>
<th>Chi-Sq. d.f.</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-section random</td>
<td>0.00000</td>
<td>3</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

The results in table 3 indicate incompatibility with the previous test, i.e., ho accepted then the resulting result is a random effect model is better than the fixed effect model. If in the chow and hausman test are not align, then the next required test is lagrange multiplier test.

3. The third test is the test performed if the first and second model test results are not aligned.

Table 4. Lagrange Multiplier Test

Lagrange Multiplier Tests for Random Effects

Null hypotheses: No Effects

Alternative hypotheses: Two-sided (Breusch-Pagan) and one-sided (all others) alternatives

<table>
<thead>
<tr>
<th>Test Hypothesis</th>
<th>Cross-section</th>
<th>Time</th>
<th>Both</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breusch-Pagan</td>
<td>95.20042</td>
<td>3.695255</td>
<td>98.89567</td>
</tr>
<tr>
<td>(0.0000)</td>
<td>(0.0546)</td>
<td>(0.0000)</td>
<td></td>
</tr>
<tr>
<td>Honda</td>
<td>9.75707</td>
<td>-1.922305</td>
<td>5.540016</td>
</tr>
<tr>
<td>(0.0000)</td>
<td>(0.9727)</td>
<td>(0.0000)</td>
<td></td>
</tr>
</tbody>
</table>

In testing lagrange multiplier obtained result that ho is rejected, then best model is random effect. In conclusion, in the selection of the best models in chow, hausman and lagrange multiplier testing, the random effect model is the best model.
4.3 Regression Analysis

The estimation result in table 5 is the estimated macroeconomic effect on credit risk. Table 5 below is a summary of common effects model, fixed effect, fixed effect cross section weight and random effect.

<table>
<thead>
<tr>
<th>Independent Variable</th>
<th>Dependent Variable: CREDIT RISK ISLAMIC BANKING</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>COMMON EFFECT</td>
</tr>
<tr>
<td></td>
<td>Coeff</td>
</tr>
<tr>
<td>GDP</td>
<td>-0.2474</td>
</tr>
<tr>
<td>INFL</td>
<td>0.0348</td>
</tr>
<tr>
<td>UNEMPL</td>
<td>-0.5492</td>
</tr>
<tr>
<td>C</td>
<td>0.0684</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.0696</td>
</tr>
<tr>
<td>Durbin-Watson stat</td>
<td>0.3507</td>
</tr>
<tr>
<td>Dummy Variables</td>
<td>No</td>
</tr>
<tr>
<td>GLS-Weights</td>
<td>no weights</td>
</tr>
</tbody>
</table>

Table 5 above is the result of testing of panel data regression with the whole model. After passing the testing phase of the model in the previous 3.2, the random effect model was chosen as the best model in this panel data regression test. Goodness of fit in this model is 0.1996 or 19.96%. This means that the three independent variables such as GDP, Inflation and Unemployment affects credit risk in Islamic banking in Indonesia by 19.96% while the other 80.04% is influenced by other factors. R-square is very important in every research, but only limited to the informer how much influence the independent variable to the dependent variable. R-square in this study is low because macroeconomic factors are only a fraction of other factors that may affect credit risk in Islamic banking in Indonesia. This is possible because macroeconomic variables are only a small part of the factors that affect credit risk from systematic risk.
The result of panel data regression with random effect model consisted of the variable of gross domestic product (GDP) and unemployment rate (UNEMP) have a significant negative effect on credit risk of Islamic banking in Indonesia. While the inflation rate variable has a negative but it does not have any significant effect on credit risk of Islamic banking in Indonesia. Among the three variables, the variable which affects the highest credit risk is the unemployment rate, which is equal to 0.5493 or 54.93%. The unemployment rate provides information on the impact of economic conditions, which indicates future uncertainty of income, thus it is affecting paying ability. Therefore, an increase in the unemployment rate should have a positive effect on non-performing loans due to a decrease in paying ability.

The results of this study is inversely proportional to the theory of significant negative effect, in other words, the high unemployment rate the credit risk will be lower. This is expected because in Indonesia the unemployment rate remains high despite the high GDP. Thus, a high GDP increase which is a picture of the high absorption of labor is not reflected in the decline of the unemployment rate. In addition, a strict credit risk management system in Islamic banks in Indonesia also has an impact on low credit risk despite high unemployment rates. However, the results of this study are not in line with previous research that is Haryono et.al (2016) which obtained the result that the unemployment rate has no effect on credit risk of Islamic banks.

The results of GDP analysis are in line with previous researches of Al-Wesabi and Ahmad (2013), Kabir et.al (2015) Haryono, et.al (2016) who found out that Gross domestic product has a negative effect on credit risk. GDP growth provides information on the country's economic development, which represents the amount of compensation to employees, gross profit for established and non-incorporated companies, and taxes minus subsidies. Thus, an increase in GDP levels should adversely affect credit risk given that an increase in GDP of a country will increase people's paying capacity and will have an impact on reduced credit risk. The results of this study are not in line with Waemustafa and Sukri (2015) who found GDP results did not affect credit risk in Islamic banks. This is possible because the research conducted by Waemustafa and Sukri (2015) with Malaysian country subjects that have different character from Indonesia. Malaysia is an Islamic country that
firstly implements Islamic banking than Indonesia, so that factors from external banks do not affect credit risk.

Inflation analysis results are not in line with previous researches of Al-Wesabi and Ahmad (2013), Kabir et.al (2015), Nursechafi and Abduh (2014) which found the result that inflation has a negative effect on credit risk while this research shows that it has a negative effect but not significant. The difference in results is due to the data used on different inflation indicators. If previous research use customer price index (CPI) data, while inflation data in this research use inflation data presented on website of central bank Indonesia (BI). This will certainly affect the results of research.

5. Conclusion

This research is done because it has a purpose to analyze the effect of macroeconomic variables, namely GDP, Inflation and Unemployment to credit risk in Islamic banking of Indonesia. R-square in this study is low 19.96% because macroeconomic factors are only a fraction of other factors that may affect credit risk in Islamic banking of Indonesia. This is possible because macroeconomic variables are only a small part of the factors that affect credit risk from systematic risk.

This result is compatible with the fact that the GDP indicator has a significant negative effect on credit risk on Islamic banks. This is evidenced by the declining GDP levels in Indonesia caused high levels of problem loans of Islamic banking in Indonesia, especially Bank Muamalat. Until now, the need for large fund injection due to the bubble of credit risk which is one of the causes is the low GDP in Indonesia. While other results are on the unemployment rate has a negative and significant impact on Islamic banking in Indonesia. This means that if unemployment is high, then the level of credit risk in Islamic banking decreases. This result is very likely obtained because with rising unemployment, the financing of credit will decrease. Because the provision of credit has a strict requirement one of which is the capital that must be adequate. Because with the weakness of capital on the borrower, the credit can not be given. If a given credit declines, it may result in a credit risk that also decreases. The inflation rate in this study had a negative but insignificant effect on credit risk in Islamic banks of Indonesia. This is very possible because if the high
inflation that usually happens is the interest rate of the bank to be high it will cause interest customers to save funds and avoid loans to conventional banking. While Islamic banking does not use interest rate systems such as conventional banking. So, despite high inflation and high interest rates, this does not affect the performance or credit risk in Islamic banking of Indonesia.
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